Operating Instructions for Sigmoid Backpropagation ANN (ver 1.0 – 25 April 2006)
Introduction: This program is a simple implementation of the backpropagation ANN algorithm using sigmoid activation at all of the nodes. The program allows you to train a network, re-train a network and view the classification accuracy of your test set after each training session. The application allows the flexibility to adjust the parameters to tune training and adapt the network to most datasets.

The Menu: The application displays a menu upon starting. The menu choices are:

1) Train a bp_ann

2) Test the bp_ann

3) Retrain the bp_ann without reseting weights

4) Save the bp_ann data

5) Reload a saved bp_ann

9) Quit the program

Menu options 2, 4, and 5 are presently not complete and do nothing (ver 1.0 – 25 April 2006). 
Menu option 1 will read your files, create a network, train that network, test the network and create an output file with the classification results of the test dataset.
Menu option 3 will retrain an existing network (ver 1.0 – 25 April 2006). You will be asked to enter (from the keyboard) the number of training iterations for this option. This option will train the network, test the network and create an output file with the classification results of the test dataset. In the present configuration of the application, option 3 can only be used after option 1 has created a network (ver 1.0 – 25 April 2006). Once a network has been created, option 3 can be used as many times as necessary to analyze the training steps of the network. Option 3 will not allow you to modify any of the training parameters (ver 1.0 – 25 April 2006) other than the number of training iterations. Each execution of option 3 produces a new and differently named output dataset for a given training session to facilitate analysis after the training session.

Menu option 9 exits the application.
The Datasets: This application uses three datasets (ver 1.0 – 25 April 2006), control.dat, <training data>.dat and <test data>.dat. Each dataset serves a function in the operation of the application and its structure and format are important.
The control.dat file contains the network configuration parameters and identifies the other two datasets for the application. This file is a text file with the data listed in a single line of text separated by spaces. Because spaces are used as delimiters, do not include any spaces in your data file names. The structure of the file is:

1. The number of input nodes

2. The number of hidden nodes

3. The number of output nodes

4. The number of training iterations

5. The learning rate

6. The momentum factor [not used (ver 1.0 – 25 April 2006)]

7. The sigmoid activation rate

8. The name of the training file

9. The name of the test file

The number of input nodes must match the number of input attributes in your training and test datasets. 
The number of hidden nodes can be any value you want. Normally, this is slightly larger than the number of input nodes. You can experiment with the effect this choice has on the operation of your network.

The number of output nodes must match the number of classification attributes in your training and test datasets.
The number of training iterations identifies the stopping criteria for the training step. The choice of a large value can make training take awhile. Since this is the only stopping criteria, the training cycle will end eventually and will not get caught in an infinite loop. This value can be as small as 100 (if you intend to step through several retraining sessions). 1000 is a good initial choice for a single training session or for several retraining sessions. 10,000 seems to be adequate for a single training session, but it may be too large and could over train some data classification (please refer to ANN literature to understand the issues associated with overtraining).
The learning rate limits the portion of the classification error that is applied to the network weights in each training iteration. This value does not have to be very large; 0.02 seems to work very well. Values that are too large may correct the network too abruptly and cause oscillation without a good convergence to a stable network. A relationship exists between this value and the number of training iterations. A small choice for this value will require more training iterations.
The momentum factor is not used in (ver 1.0 – 25 April 2006) but should be incorporated in a future version of this application.
The sigmoid activation rate controls the slope of the sigmoid activation function in each node. The sigmoid function is:
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The value c in this equation is the sigmoid activation rate. Larger values make the slope of the function steeper and eventually it resembles a step-function for large values of c (> 50). A good initial value for this parameter is 1. You can experiment with larger values and see what impact they have on the network training, accuracy and noise tolerance.
The training and test file names are simple text strings. Identify your data files for this training session. Do not include the filename extension. The extension .dat is assumed. Data files using any other extension will not be found by the application. These names must not include any spaces. The application will automatically create the classification output files using these names. Each classification output file will be individually numbered for a given training session so that the multiple retraining session results can be compared. A new training session that uses the same file names will overwrite the old output files from any previous session.
Both of these files use the same file layout. The structure of the layout is:

[input attributes – space delimited] ‘space’ [classification value – space delimited]

The number of input attributes must match the number of input nodes. The classification value is a set of zeros and single one (separated by spaces). The single one indicated the data instance classification. The count of elements in the data classification must match the number of output nodes. The classification values in the test dataset are not important and are only place holders for the actual network classification results.
Running the Application: This application is simple to run (this application executable was compiled for and has been tested on Windows XP Pro systems; it should run on other Windows platforms as well). Place the executable, the control.dat file, and the training and test data files together in a folder. Select the executable (in Windows Explorer: either double-click the executable or highlight the executable and press ENTER, in a Command window: ensure that the application folder is the current working directory, and type the executable name and press ENTER) to run the application. Make your selections from the application menu. All output files will be created in the application folder.
Disclaimer: This documentation covers (ver 1.0 – 25 April 2006). It may not be complete and does not address any faults or errors in the application. 
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